# STATISTICAL PHYSICS, PLASMAS, FLUIDS, AND RELATED INTERDISCIPLINARY TOPICS 

## ARTICLES

# Dynamics of closed interfaces in two-dimensional Laplacian growth 

Silvina Ponce Dawson*<br>Departamento de Física, Facultad de Ciencias Exactas y Naturales, University of Buenos Aires, Ciudad Universitaria, Pabellón I, 1428 Buenos Aires, Argentina<br>Mark Mineev-Weinstein ${ }^{\dagger}$<br>Complex Systems Group, Theoretical Division, Los Alamos National Laboratory, Los Alamos, New Mexico 87545

(Received 13 May 1997)


#### Abstract

We study the process of two-dimensional Laplacian growth in the limit of zero-surface tension for cases with a closed interface around a growing bubble (exterior problem with circular geometry). Using the timedependent conformal map technique we obtain a class of fingerlike solutions that are characterized by a finite number of poles. We find the conditions under which these solutions remain smooth for all times. These solutions allow the description of the system in terms of a finite number of degrees of freedom, at least in the limit of zero-surface tension. We believe that, whenever they remain smooth, they can also be used as a nonlinear basis even when surface tension is included. [S1063-651X(98)03102-X]


PACS number(s): 68.10. $-\mathrm{m}, 47.15 . \mathrm{Hg}, 47.20 . \mathrm{Hw}, 68.70 .+\mathrm{w}$

## I. INTRODUCTION

The problem of pattern formation is one of the most rapidly developing branches of nonlinear science today (see, e.g., [1]). In particular, the study of the dynamics of fronts between two phases (interfaces) has motivated a large body of work in the area [2]. This type of processes occur in a variety of nonequilibrium systems, including physical (viscous fingering [3], electrodeposition [4], crystal growth [5], etc.), chemical (reactions in continuously fed open reactors [6], etc.), and biological ones (growth of bacterial colonies [7], etc.). In many cases the motion of the interface is much slower than the processes that take place in the bulk of the phases (such as heat transfer, diffusion, etc.). In those cases, the scalar field governing the evolution of the interface is a harmonic function and, therefore, it is reasonable to call the whole process Laplacian growth. Furthermore, when a twodimensional description is possible (as, for example, when the relevant quantities can be averaged along one direction) we talk about two-dimensional (2D) Laplacian growth. In this paper we will be concerned with processes that allow this decription.

[^0]The physical meaning of the scalar field involved in the description differs from system to system. For example, it is a temperature in the Stefan problem, a concentration in the case of solidification, an electrostatic potential in electrodeposition, a pressure in viscous fingering in Hele-Shaw cells, etc. In real systems surface tension is usually present and it prevents the interface from developing features at very small length scales. Furthermore, surface tension is frequently the factor that determines the asymptotic evolution of the system. In fact, experiments in Hele-Shaw cells showed that the system evolved towards a particular solution, although, in theory, there was a continuous set of possible long-term behaviors [8]. This selection problem remained unsolved for a long time until it was shown that surface tension could provide the necessary selection mechanism [9]. On the other hand, although some solutions in the limit of zero-surface tension were obtained and studied [ 10,11 ] most of them developed finite-time singularities via the formation of cusps $[12,13]$ (unless they involved some kind of symmetry that prevented this from happening as in [10]). For this reason, the study with no surface tension was somehow left aside because it was considered a singular and unrealistic limit.

In spite of this, in previous work $[14,15]$ we showed that there is a whole class of solutions with zero-surface tension that remain smooth for all times. Furthermore, the solutions
are very general in the sense that no symmetries are assumed. They reproduce many of the features that are observed in experiments, such as tip splitting, sidebranching, screening, and coarsening, some of which were usually attributed to the effect of surface tension [9]. As we mention in [14,15], the smoothness of the solutions does not imply their stability. In fact, how some zero-surface tension solutions are altered when they are considered as the initial condition to the equations with nonzero-surface tension has been extensively studied in [16]. In any case, we must mention that a wider class of zero-surface tension solutions has been found (which includes the ones studied in $[14,15]$ as a particular case), which is indeed an attractor in the case of channel geometry [17]. Most amazingly, this attracting zero-surface tension solution reproduces the experimental observation of a single finger whose width is half the width of the channel. This remarkable and unexpected result implies that zerosurface tension solutions are more relevant for realistic situations than has usually been thought of. Under certain assumptions, we proved the smoothness of the zero-surface tension solutions for the case in which the interface is open and infinite and in the case of channel geometry. In this paper we investigate whether a similar situation holds when the interface is closed. Closed interfaces are relevant in many experimental situations, such as viscous fingering in radial Hele-Shaw cells [18], isotropic solidification, slow electrodeposition, etc. We expect our study to be relevant for these cases.

We study in this paper the class of fingerlike solutions of 2D Laplacian growth in the case of circular geometry. The solutions are similar to those introduced in [10], but with no symmetries. They are described in terms of a finite number of time-dependent variables (logarithmic poles). Therefore they provide a description of the evolution with a finite number of degrees of freedom. It is worth mentioning that solutions with logarithmic singularities appear to be generic both for the radial and for the rectangular channel geometry [24]. This does not appear to be the case for the "wedge" (sector) geometry, where fractional type of singularities might be involved [25]. We study under which conditions the logarithmic pole solutions remain smooth for all times and we find sufficient conditions for this to happen. As in the case of channel geometry [14], these solutions reproduce various phenomena observed in experiments [3]. As in nearly integrable systems, in which the soliton solutions of the integrable limit [19] serve to describe the evolution of the nonintegrable case with a finite number of degrees of freedom [20], we expect these fingerlike solutions to serve as a 'nonlinear basis" even when surface tension is taken into account. As in the soliton case, this decomposition in terms of a finite number of degrees of freedom should be good regardless of whether each individual solution in the "basis'" is stable or not. Thus the relevance of whether they remain smooth or not goes beyond the limiting case of zero-surface tension.

The organization of the paper is as follows. In Sec. II we introduce the equations with which we model the problem of interest. We show in this section how to obtain the Laplacian growth equation and present the class of exact solutions that we are going to analyze in the paper. In Sec. III we analyze the class of asymptotic behaviors that remain free of singu-
larities. In Sec. IV we analyze which initial conditions can approach the smooth asymptotic behaviors of Sec. III. In Sec. V we introduce a model in order to analyze whether the conditions we find in the asymptotic limit for the solution to be well behaved need to be satisfied before the asymptotic regime is reached. In Sec. V we describe a set of numerical simulations to analyze this in more general cases. Finally, we summarize the results in Sec. VI.

## II. THE MATHEMATICAL SETTING

We consider a system in two spatial dimensions, $\mathbf{R}$ $\equiv(X, Y)$, composed of two different phases separated by a closed moving interface, $\Gamma(t)$. Let us call I the region enclosed by $\Gamma$ and II the region outside. Both regions are simply connected. There is a scalar field, $P(X, Y)$, that describes the state of each phase, for example, pressure. We assume that this field satisfies the Laplace equation in region II, subject to the boundary conditions of it being constant on $\Gamma$ and that $P \sim-\ln (|\mathbf{R}|)$ as $|\mathbf{R}| \rightarrow \infty$. This last condition is suitable for a case in which region I corresponds to a growing bubble and the quantities have been rescaled so that the extraction rate at infinity is equal to $-2 \pi$ [10]. In this way the dynamical problem is described by the following equations:

$$
\begin{gather*}
\nabla^{2} P=0, \quad \mathbf{R} \in \mathrm{II},  \tag{1}\\
P \sim-\ln (|\mathbf{R}|), \quad|\mathbf{R}| \rightarrow \infty,  \tag{2}\\
\left.P\right|_{\Gamma(t)}=0,  \tag{3}\\
\left.v_{n}\right|_{\Gamma(t)}=-(\nabla P)_{n}, \tag{4}
\end{gather*}
$$

where $\mathbf{v}$ is the interface velocity and the subscript $n$ represents the component normal to the interface. This set has to be supplemented with initial conditions for the form of the interface.

In order to look for a solution of Eqs. (1)-(4) we identify the physical space with the complex plane and use the conformal mapping technique. Thus, we define the complex coordinate $Z \equiv X+i Y \equiv R e^{i \Phi}$, in the physical plane, and the complex pressure $W(Z) \equiv P(X, Y)+i \Psi(X, Y)$, where $i$ is the imaginary unit and $\Psi(X, Y)$ is a real function harmonically conjugated to $P(X, Y)$. Then, we introduce a mathematical plane, which we also identify with the complex plane, $z \equiv x$ $+i y \equiv r e^{i \varphi}$, and define a time-dependent conformal map $f, Z \equiv f(z, t)$, from the region outside the unit circle in the mathematical plane $(|r|>1)$, to region II of the physical plane. In this way, the moving interface $\Gamma$ is the image of the border of the unit circle under the conformal map. In these new coordinates Eqs. (1)-(4) reduce to (see, e.g., $[10,15]$ )

$$
\begin{gather*}
\frac{\partial W}{\partial \bar{z}}=0, \quad|z|>1  \tag{5}\\
\frac{d W}{d z} \rightarrow-\frac{1}{z} \quad \text { as } z \rightarrow \infty  \tag{6}\\
\operatorname{Re} W=0 \quad \text { at } \quad|z|=1 \tag{7}
\end{gather*}
$$

and the Laplacian growth equation (or LGE $[14,15]$ ) for $f(z, t)$ :

$$
\begin{equation*}
\operatorname{Re}\left(z \frac{\partial f}{\partial z} \frac{\overline{\partial f}}{\partial t}\right)=1 \quad \text { at } \quad|r|=1 \tag{8}
\end{equation*}
$$

This equation was originally derived in 1945 [21] and has several remarkable properties. It has an infinite number of constants of motion [22] (see also extensions to multidimensional and multiconnected systems [23]), and it is integrable [24].

Because the map $f$ must be conformal outside the unit circle, it is necessary that all zeros and singularities of $\partial f / \partial z$ be located inside the unit circle. On the other hand, very far away from the interface all quantities will have the same form in both systems of coordinates, $z$ and $Z$. Therefore we also require that $f(z, t) \approx r(t) z$ for $|r| \rightarrow \infty$, where $r(t)$ is the size of the growing domain (unless the domain is fractal). Given these features, we propose a solution whose derivative has the form

$$
\begin{equation*}
\frac{\partial f(z, t)}{\partial z}=r(t) \frac{\Pi_{\ell=1}^{N}\left[z-z_{\ell}(t)\right]}{\Pi_{\ell=1}^{N}\left[z-\zeta_{\ell}(t)\right]} \tag{9}
\end{equation*}
$$

with $r, \zeta_{\ell}$, and $z_{\ell}$ functions of time $t$, and $\left|\zeta_{\ell}\right|<1,\left|z_{\ell}\right|<1$ for all times and $1 \leqslant \ell \leqslant N$. In fact, Eq. (8) has solutions that satisfy Eq. (9) which can be written as
$f(z, t)=r(t) z-\sum_{\ell=1}^{N} \alpha_{\ell}(t) \ln \zeta_{\ell}(t)+\sum_{\ell=1}^{N} \alpha_{\ell}(t) \ln \left[z-\zeta_{\ell}(t)\right]$,
where

$$
\begin{equation*}
\sum_{\ell=1}^{N} \alpha_{\ell}=0 \tag{11}
\end{equation*}
$$

for $f$ to be single valued, and the equations that $r(t)$ and the various $\zeta_{\ell}(t)$ satisfy can be obtained inserting Eq. (10) in Eq. (8). In particular, the function $r(t)$ is determined by the area $\mathcal{A}$ enclosed by the curve $\Gamma$ in the physical plane. In fact, using the conformal map and Eq. (8) it can be easily shown that the area satisfies $d \mathcal{A} / d t=2 \pi$. Using then the relation $\mathcal{A}=(1 / 2 i) \oint_{|z|=1} \bar{f}(\partial f / \partial z) d z$ and defining $r_{0} \equiv r(0)$, we get

$$
\begin{equation*}
t=\frac{r^{2}-r_{0}^{2}}{2}+\sum_{\ell, k=1}^{N} \frac{\alpha_{\ell} \overline{\alpha_{k}}}{2} \ln \left(\frac{1-\zeta_{\ell}(t) \overline{\zeta_{k}}(t)}{1-\zeta_{\ell(0)} \overline{\zeta_{k}}(0)}\right) \tag{12}
\end{equation*}
$$

If we substitute Eq. (10) in Eq. (8) we find that all $\alpha$ 's are time independent and that the dynamics of the poles $\zeta_{\ell}, \ell$ $=1, N$ is governed by $N$ complex constants of motion $\beta_{k}$ which are given by

$$
\begin{equation*}
\beta_{k}=\frac{r(t)}{\overline{\zeta_{k}}(t)}+\sum_{\ell=1}^{N} \alpha / \ln \left(\frac{1}{\zeta_{\ell}(t) \overline{\zeta_{k}}(t)}-1\right) \tag{13}
\end{equation*}
$$

(also see [15]). Using these constants we can rewrite Eq. (12) as

$$
\begin{equation*}
t=\frac{r^{2}-r_{0}^{2}}{2}+\frac{r_{0}}{2} \sum_{k=1}^{N} \frac{\overline{\alpha_{k}}}{\overline{\zeta_{k}(0)}}-\frac{r}{2} \sum_{k=1}^{N} \frac{\overline{\alpha_{k}}}{\overline{\zeta_{k}(t)}} \tag{14}
\end{equation*}
$$

In summary, the solution (10) is uniquely determined by the constants $\alpha_{\ell}$ and the functions $r(t)$ and $\zeta \ell(t), 1 \leqslant \ell$ $\leqslant N$. Hence, the zeros of $\partial f / \partial z, z_{\ell}, 1 \leqslant \ell \leqslant N$ are also determined by these quantities and are, therefore, functions of time.

Now, this construction allows us to obtain a solution of the original problem while the poles and zeros of $\partial f(z, t) / \partial z$ remain inside the unit circle. Since they evolve in time it is not clear that, even if they are inside the unit circle at $t=0$, they will remain inside for all times. The aim of this paper is to obtain conditions that guarantee that this happens for all times. This is similar to what we have done for channel geometry $[14,15]$. Actually, in this case, we will usually consider $r$ as the independent variable and write $\zeta_{k}(r)$ and $z_{k}(r)$. It is clear that differentiating Eq. (13) by $r$ we immediately obtain evolution equations for the poles $\zeta_{k}(r)$ as functions of $r$. Given $r$ and $\zeta_{k}(r), 1 \leqslant k \leqslant N$, we obtain $t(r)$ through Eq. (12) or (14). This way of constructing the solution will work while $t$ is an increasing function of $r$. Actually it is possible to show that, if there is a value of $r\left(r=r_{0}\right)$ at which $d t / d r=0$, then there is at least a zero $z_{k}$ or a pole $\zeta_{\ell}$ such that $\left|z_{k}\left(r_{0}\right)\right|=1$ or $\zeta\left(r_{0}\right)=1$. Thus the invertibility of $t(r)$ is a necessary condition for the zeros to be inside the unit circle. In order to determine the conditions under which the solution remains valid for all times, we analyze first the asymptotic behaviors (as $t \rightarrow \infty$ ) that are compatible with the zeros and poles remaining inside the unit circle. We then study the subclass of initial conditions which can provide these asymptotic behaviors.

## III. POSSIBLE ASYMPTOTIC BEHAVIORS

We now look for the possible asymptotic behaviors that are compatible with two constraints of the problem: the constants of motion defined in Eq. (13) and the condition $\left|\zeta_{\ell}(t)\right|<1$ for all times and $\ell$ 's. Since the quantity $r^{2}(t)$ is mainly determined by the total area enclosed by $\Gamma$, we expect it to be an increasing function of time. Therefore we look for asymptotic behaviors for which $r(t) \rightarrow \infty$ as $t \rightarrow \infty$. Let us write the constants $\alpha_{\ell}$ as

$$
\begin{equation*}
\alpha_{\ell} \equiv\left|\alpha_{\ell}\right| e^{i \lambda \ell}, \quad 1 \leqslant \ell \leqslant N \tag{15}
\end{equation*}
$$

and the location of the poles $\zeta_{\ell}$ as

$$
\begin{equation*}
\zeta \ell(t) \equiv\left|\zeta_{\lambda}(t)\right| e^{i \gamma \ell(t)}, \quad 1 \leqslant \ell \leqslant N \tag{16}
\end{equation*}
$$

We see that an asymptotic behavior that allows the conservation of the quantities in Eq. (13) is

$$
\begin{gather*}
r \rightarrow \infty  \tag{17}\\
\left|\zeta_{\ell}\right| \rightarrow 1, \quad 1 \leqslant \ell \leqslant N \tag{18}
\end{gather*}
$$

In this way the divergence of the term proportional to $r$ in the constants $\beta \ell$ can be canceled out by another divergent term, $\alpha_{\ell} \ln \left(1 /\left|\zeta_{\ell}\right|^{2}-1\right)$. In particular, if all $\lambda_{\ell}$ 's are different we obtain, under certain conditions that we will discuss later and which guarantee that all $\gamma_{\ell}$ 's approach different values as $r \rightarrow \infty$, the following relations:

$$
\begin{align*}
& \left|\zeta_{\ell}\right| \approx 1-\frac{\delta_{\ell}}{2} e^{-r| | \alpha_{\ell}},  \tag{19}\\
& \gamma_{\ell} \approx \lambda_{\ell}+\frac{\epsilon_{\ell}}{r} \text { as } t \rightarrow \infty, \tag{20}
\end{align*}
$$

for $1 \leqslant \ell \leqslant N$. In Eqs. (19) and (20) $\delta_{\ell}$ and $\epsilon_{\ell}$ are real constants that can be obtained from the conserved quantities $\beta_{\ell}$ in the limit of $r \rightarrow \infty$, when all $\left|\zeta_{\ell}\right| \rightarrow 1$ and all $\gamma_{\ell}$ 's approach different values. They are

$$
\begin{gather*}
\ln \delta_{\ell}=\operatorname{Re}\left[\frac{\beta_{\ell}}{\alpha_{\ell}}-\sum_{k \neq \ell} \frac{\alpha_{k}}{\alpha_{\ell}} \ln \left(e^{i\left(\lambda \ell-\lambda_{k}\right)}-1\right)\right]  \tag{21}\\
\epsilon_{\ell}=\operatorname{Im}\left[\beta_{\ell} e^{-i \lambda_{\ell}}-\sum_{k \neq \ell}\left|\alpha_{k}\right| e^{i\left(\lambda_{k}-\lambda_{\ell}\right)} \ln \left(e^{i\left(\lambda_{\ell}-\lambda_{k}\right)}-1\right)\right] . \tag{22}
\end{gather*}
$$

We have to look now at how the zeros of $\partial f / \partial z, z_{k}(t)$, evolve when $r(t)$ and the poles behave as in Eqs. (17)-(20). In particular, we do not know if it is necessary to impose some other restrictions on the asymptotic behavior for the zeros to remain inside the unit circle. In order to analyze this, let us define $P(z) \equiv \Pi_{k=1}^{N}\left(z-z_{k}\right)$. Using Eqs. (9) and (10) we can write

$$
\begin{equation*}
P(z)=r \prod_{\ell=1}^{N}\left(z-\zeta_{\ell}\right)+\sum_{k=1}^{N} \alpha_{k} \prod_{\ell \neq k}\left(z-\zeta_{\ell}\right) . \tag{23}
\end{equation*}
$$

It is possible to show that $P(z)$ is the characteristic polynomial of the matrix $A$ defined by

$$
\begin{equation*}
A_{k j}=\zeta_{k} \delta_{k j}-\frac{\alpha_{k}}{r} \tag{24}
\end{equation*}
$$

where $\delta_{k j}$ is the Kronecker symbol. Thus the zeros $z_{k}$ of $P(z)$ are the eigenvalues of the square matrix $A$. According to Gerschgorin's theorem (see, e.g., [26]) the eigenvalues of an $N \times N$ square matrix $A$ lie in the union of the $N$ disks $\Gamma_{k}$ defined by $\Gamma_{k}:\left|z-A_{k k}\right| \leqslant \sum_{j=1, j \neq k}^{N}\left|A_{k j}\right|$. Therefore applying Gerschgorin's theorem to our matrix $A$ we find that its eigenvalues, or equivalently, the zeros $z_{k}$ of $\partial f / \partial z$ satisfy

$$
\begin{gather*}
\left|z_{k}-\zeta_{k}+\frac{\alpha_{k}}{r}\right| \leqslant \frac{1}{r} \min \left\{\sum_{\ell \neq k}^{N}\left|\alpha_{\ell}\right|,(N-1)\left|\alpha_{k}\right|\right\} \\
 \tag{25}\\
\text { for all } 1 \leqslant k \leqslant N .
\end{gather*}
$$

Thus, using Eqs. (17)-(20) we find that

$$
\begin{equation*}
z_{k} \rightarrow e^{i \lambda_{k}} \quad \text { as } \quad r \rightarrow \infty \tag{26}
\end{equation*}
$$

Furthermore, we get from Eq. (23) the following relation:

$$
\begin{equation*}
\frac{\alpha_{k}}{r}=\left(\zeta_{k}-z_{k}\right) \prod_{\ell \neq k}\left(\frac{\zeta_{k}-z_{\ell}}{\zeta_{k}-\zeta_{\ell}}\right)=\left(\zeta_{k}-z_{k}\right) \prod_{\ell \neq k}\left(1+\frac{\zeta_{\ell}-z_{\ell}}{\zeta_{k}-\zeta_{\ell}}\right), \tag{27}
\end{equation*}
$$

provided that all $\zeta_{k}$ 's are different. This holds, in particular, when the asymptotic behavior is described by Eqs. (19) and (20) and all the arguments, $\lambda_{\ell}$, are different. We see from


FIG. 1. Schematic picture of how poles and zeros can be distributed in the mathematical plane in the asymptotic limit described by Eqs. (19)-(22). The solid line indicates (part of) the border of the unit circle. The cross indicates the location of a pole $\zeta_{1}$ and the small circle that of a zero $z_{1}$ for $r$ big enough. The difference between both is $\zeta_{1}-z_{1}=\alpha_{1} / r$, which is also shown in the figure as the arrow of length of $O(1 / r)$. The distance from $\zeta_{1}$ to the border is $O\left(e^{-\left|\alpha_{1}\right| / r}\right)$. Given that the arguments of $\zeta_{1}$ and $\alpha_{1}$ are almost equal [they differ by a quantity of $O(1 / r)$ as indicated in the figure] $z_{1}$ lies inside the unit circle and further away from the border than $\zeta_{1}$, its distance being $O\left(-\left|\alpha_{1}\right| / r\right)$.

Eq. (27) that its right hand side goes to zero as $r \rightarrow \infty$. We then conclude that $\left(\zeta_{k}-z_{k}\right) \rightarrow 0$ as $r \rightarrow \infty$. Moreover, assuming that $\alpha_{k} / r$ is small enough for each $k$ we get from Eq. (27) the relation

$$
\begin{equation*}
z_{k}=\zeta_{k}-\frac{\alpha_{k}}{r}+\frac{1}{r^{2}} \sum_{\ell \neq k} \frac{\alpha_{k} \alpha_{\ell}}{\left(\zeta_{k}-\zeta_{\ell}\right)}+O\left(\left[\frac{|\alpha|}{r}\right]^{3}\right) \tag{28}
\end{equation*}
$$

Combining Eqs. (28) and (19) and (20) we obtain

$$
\begin{equation*}
z_{k} \approx e^{i \lambda_{k}}\left(1-\frac{\left|\alpha_{k}\right|}{r}+i \frac{\epsilon_{k}}{r}\right) \quad \text { as } \quad r \rightarrow \infty \tag{29}
\end{equation*}
$$

Thus $\left|z_{k}\right|^{2} \approx 1-2\left|\alpha_{k}\right| / r<1$ for $r$ big enough.
Hence, we find that, for $r$ big enough, it is possible to have a solution of the form (10) such that all zeros and poles of $\partial f / \partial z$ lie inside the unit circle. Such a solution has the property that the argument of each pole $\zeta_{k}$ and each zero $z_{k}$ differ from the argument of the corresponding constant $\alpha_{k}$ by a very small amount, which is of the order of $1 / r$ with $r$ big. The fact that $\cos \left(\gamma_{k}-\lambda_{k}\right)>0$ for $r$ big guarantees, on one hand, that the sum of the two divergent terms in the constants $\beta_{k}$ goes to a finite limit as $r \rightarrow \infty$. On the other hand, it guarantees that the zeros remain "behind" the poles and cannot reach the unit circle at a finite value of $r$. We show a schematic picture of this behavior in Fig. 1. In the next two sections we analyze whether the alignment of the singularities and the $\alpha$ 's (i.e., $\lambda_{k} \approx \gamma_{k}$ for all $k$ ) needs to be satisfied also for small values of $r$, in order for an initial condition to be able to reach the smooth asymptotics just described.

This asymptotic regime shares some properties with the one we found in the channel and in the infinite line geometries $[14,15]$, i.e., a case in which the interface is not closed. In that case we used a conformal map that mapped the real axis of the mathematical plane onto the physical interface, but still it is possible to make some connections with the case


FIG. 2. (a) Physical interface at different times for a solution of the form (10) with $N=5,\left\{\alpha_{k}\right\}_{k=1}^{N}$ as in Eq. (35) with $\Lambda=0.4$, and $\left\{\zeta_{k}\left(r_{0}\right)\right\}_{k=1}^{N}$ as in Eq. (36) with $\left|\zeta_{k}\left(r_{0}\right)\right|=0.1$ and $r_{0}=1$. The location of the stagnation points is indicated with asterisks. A straight line of length $\pi \alpha_{1}$ along the vector $i \alpha_{1}$ has been drawn inside the corresponding "gap" of the interface. (b) Similar to (a) but here $\gamma_{k}\left(r_{0}\right)=\lambda_{k}\left(r_{0}\right)+\pi$ for all $1 \leqslant k \leqslant 5$. In this case the solution develops cusps at a finite time.
we are analyzing now. In particular, it is possible to show in the present case that, as $r \rightarrow \infty$, the interface develops 'stagnation points,'" i.e., points that stay almost fixed during the evolution. Let us remember that the physical interface is given by the curve $f\left(z=e^{i \varphi}\right)$ with $-\pi \leqslant \varphi \leqslant \pi$. Using the formulas that describe the asymptotic regime, Eqs. (19)(22), and Eq. (13) we find

$$
\begin{equation*}
f\left(z=e^{i \gamma_{k}}\right)=\beta_{k}-\alpha_{k} \ln 2+O\left(\frac{|\alpha|}{r}\right) \tag{30}
\end{equation*}
$$

where care should be taken in order to choose the argument of the logarithms. In any case, this shows that there are as many stagnation points as poles and that their location is determined by the constants of motion of the problem. On the other hand, if we consider a range of angles $\varphi$ in a small neighborhood of $\gamma_{k}$ we find

$$
\begin{equation*}
f\left(e^{i \varphi}\right)=\beta_{k}-\alpha_{k} \ln 2+i \alpha_{k} \arctan \left[\frac{\varphi-\gamma_{k}}{1-\left|\zeta_{k}\right|}\right]+O\left(\frac{|\alpha|}{r}\right) \tag{31}
\end{equation*}
$$

Since $1-\left|\zeta_{k}\right| \rightarrow 0$ as $r \rightarrow \infty$, the argument of the arctan in Eq. (31) can be very big even if $\varphi-\gamma_{k}$ is very small. In fact, we can always find $\Delta=\eta\left(1-\left|\zeta_{k}\right|\right)$ such that $\eta \gg 1$ but $\Delta \ll 1$. In this way we can consider the range of angles $\varphi_{\min } \equiv \gamma_{k}-\Delta \leqslant \varphi \leqslant \varphi_{\max } \equiv \gamma_{k}+\Delta$ for which Eq. (31) is valid. On the other hand, since $\eta \gg 1$, then

$$
\begin{align*}
-\arctan \left[\frac{\varphi_{\min }-\gamma_{k}}{1-\left|\zeta_{k}\right|}\right] & =\arctan \left[\frac{\varphi_{\max }-\gamma_{k}}{1-\left|\zeta_{k}\right|}\right]=\arctan \left[\frac{\Delta}{1-\left|\zeta_{k}\right|}\right] \\
& =\arctan [\eta] \approx \frac{\pi}{2} \tag{32}
\end{align*}
$$

Thus we obtain from Eq. (31) the relation

$$
\begin{equation*}
f\left(e^{i \varphi_{\max }}\right)-f\left(e^{i \varphi_{\min }}\right)=i \pi \alpha_{k} . \tag{33}
\end{equation*}
$$

This implies that the interface has 'gaps"' around each stagnation point of width $\pi\left|\alpha_{k}\right|$ with an orientation that depends exclusively on each $\alpha_{k}$. We call a finger the region between
two gaps. We illustrate this in Fig. 2(a) where we have plotted the physical interface for a solution of the form (10) with $N=5$, that remains smooth for all times. There we indicate the location of the stagnation points with crosses. We have also drawn a straight line of length $\pi \alpha_{1}$ along the vector $i \alpha_{1}$ inside the corresponding 'gap'' of the interface. We observe a total of five gaps and five fingers, i.e., as many as poles.

In the case of channel geometry we also found solutions such that two gaps corresponding to two different poles merged into one gap. We related this to the effect of shielding observed in experiments of viscous fingering, since the finger between the two gaps of the analytical solution stopped growing after some time. In fact, we can also find this type of solutions in the present case. However, the asymptotic behavior is not described by Eqs. (19)-(22). In this case two arguments, for example, $\gamma_{1}$ and $\gamma_{2}$, approach the same number as $r \rightarrow \infty$. This number is neither $\lambda_{1}$ nor $\lambda_{2}$, but lies in between the two. In this case, there are more than two diverging terms in $\beta_{1}$ and $\beta_{2}$, as $r \rightarrow \infty$, and one needs to take all of them into account in order to deduce asymptotic expressions for the poles $\zeta_{1}$ and $\zeta_{2}$. The asymptotic value of $\gamma_{1}$ and $\gamma_{2}$ is $\arg \left(\alpha_{1}+\alpha_{2}\right)$. Two initially separated gaps described by $\left\{\alpha_{1}, \beta_{1}\right\}$ and $\left\{\alpha_{2}, \beta_{2}\right\}$ will eventually merge if

$$
\begin{align*}
& \cos \left(\theta_{1}\right)>\cos \left(\theta_{2}\right) \\
& \sin \left(\theta_{1}\right) \sin \left(\theta_{2}\right) \geqslant 0 \tag{34}
\end{align*}
$$

where $\theta_{1,2}=\lambda_{1,2}-\arg \left(\beta_{1} / \beta_{2}\right)$.
It should also be possible to find smooth asymptotic behaviors in cases for which some arguments, $\lambda_{k}$, are equal. We are not going to analyze these cases in the present paper. Thus we will assume from now on that $\lambda_{k} \neq \lambda_{j}$ for all $k \neq j$.

## IV. ABOUT INITIAL CONDITIONS LEADING TO NONSINGULAR ASYMPTOTIC BEHAVIORS

Now that we have obtained a set of smooth asymptotic behaviors, which are defined by Eqs. (17)-(20), we look for sets of initial conditions with finite values of $r$ that can reach such asymptotics. A 'good' initial condition must be such that $\left|\zeta_{k}(0)\right|<1$ and $\left|z_{k}(0)\right|<1$ for all $1 \leqslant k \leqslant N$. It is easy to construct such an initial condition. Given the number of singularities, $N$, we first choose a set of $N$ complex numbers $\alpha_{k}$ constrained by Eq. (11). We then choose $r(0)$ so that $N \Lambda / r(0)<1$, where $\Lambda \equiv \max _{k}\left\{\left|\alpha_{k}\right|\right\}$. Then, we choose a set of real numbers $\left|\zeta_{k}(0)\right|$ sufficiently small so that all the balls defined in Eq. (25) are entirely contained in the unit circle. We can always do this provided that $N \Lambda / r(0)<1$. In this way we guarantee that all zeros satisfy $\left|z_{k}(0)\right|<1$. Now, even if we construct such an initial condition we cannot guarantee that the solution will be well behaved for all times: either a pole or a zero might cross the unit circle at a finite time. Almost all known solutions of Eq. (8) develop finitetime singularities via the formation of cusps and this has been the subject of a large amount of work during the past years. Despite these negative results, we were able to obtain, in a different geometry, a class of solutions that remained smooth for all times [14,15]. Although we do not have a proof in the present case, we have obtained a set of addi-
tional constraints that seem to guarantee the smoothness of the solution at all times.

As we mentioned in the preceding section, in the smooth asymptotics each pole $\zeta_{k}$ is almost aligned with its corresponding $\alpha_{k}$. Thus we ask whether it is necessary that the initial condition have this property too, in order to be able to reach the good asymptotics. In particular, it has been shown that certain solutions of the form (10) that have some type of symmetries do remain smooth for all times [10]. These symmetric solutions have the "alignment'" property during the whole evolution. A particular subset of this class is the one for which

$$
\begin{equation*}
\alpha_{k}=\Lambda e \frac{2 \pi i k}{N}, \quad \Lambda \text { real, } \quad k=1, \ldots, N \tag{35}
\end{equation*}
$$

and the initial condition is such that

$$
\begin{equation*}
\left|\zeta_{k}(t=0)\right|<1, \quad \gamma_{k}(t=0)=\frac{2 \pi k}{N}, \quad k=1, \ldots, N \tag{36}
\end{equation*}
$$

It is possible to show that the poles are of the form

$$
\begin{equation*}
\zeta_{k}(t)=\psi(t) e^{2 \pi i k / N}, \quad \psi(t) \text { real } \tag{37}
\end{equation*}
$$

for all $t \geqslant 0$, so that $\gamma_{k}(t)=\lambda_{k}$ for all times. We show in Fig. 2(a) various snapshots of the physical interface for one such symmetric solution with $N=5$, where we see that it does remain smooth during the whole evolution. If we take an initial condition as the one described by Eqs. (35) and (36) but with $\gamma_{k}(0)=\lambda_{k}+\pi$ instead of $\gamma_{k}(0)=\lambda_{k}$, the arguments $\gamma_{k}$ also remain constant during the evolution. Thus they cannot reach the asymptotic regime described by Eqs. (19)-(22), since the arguments of the poles will never align with those of the $\alpha_{k}$ 's. Notice that by choosing this initial condition we interchange the mutual position of zeros and poles with respect to the previous case. In this way, the zeros reach the unit circle at a finite time and the solution develops cusps (this case was studied in [13]). We show a plot of the physical interface in Fig. 2(b) for one such solution.

Now, the discussion of the preceding section shows that there can be nonsymmetric solutions that give rise to smooth interfaces, at least in the asymptotic regime. In order to determine how important the alignment property is from the very beginning, we analyze first a model, which we describe in the next section, and then perform a series of numerical simulations that cover a wide range of situations.

## V. SIMPLIFIED MODEL: IS THE ALIGNMENT NECESSARY FROM THE VERY BEGINNING?

In order to analyze whether the alignment is necessary from the very beginning, we introduce here a model that applies in certain cases. Let us first define the following quantities:

$$
\begin{equation*}
\hat{\beta}_{k}=\frac{r(t)}{\overline{\zeta_{k}}(t)}+\sum_{l=1}^{N} \alpha_{\ell} \ln \left[1-\zeta \ell(t) \overline{\zeta_{k}}(t)\right] \tag{38}
\end{equation*}
$$

Using the fact that $\sum_{k=1}^{N} \alpha_{k}=0$, it is possible to show that the quantities $\hat{\beta}_{k}$ are related to the constants of motion, $\beta_{k}$, defined in Eq. (13), by

$$
\begin{equation*}
\hat{\beta}_{k}=\beta_{k}-\sum_{\ell=1}^{N} \alpha_{\ell} \ln \left(\zeta_{\ell}\right) . \tag{39}
\end{equation*}
$$

Let us assume now that the norms of the poles are initially very small $\left[\left|\zeta_{k}\left(r_{0}\right)\right| \ll 1\right.$ for all $\left.k\right]$. In such a case we can approximate the quantities $\hat{\beta}_{k}$ by

$$
\begin{equation*}
\hat{\beta}_{k} \approx \frac{r}{\overline{\zeta_{k}(r)}} \tag{40}
\end{equation*}
$$

while $\left|\alpha_{\ell} \zeta_{k}(r) \zeta_{\ell}(r)\right| \ll r\left|\left|\zeta_{k}(r)\right|\right.$ for all $\ell$ and $k$ and $\left|r / r_{0}-1\right| \ll 1$. If we replace Eq. (39) in Eq. (40) and differentiate the resulting equation with respect to $r$ we observe that, for $\left|\zeta_{k}\right|$ small enough, the variation of $\sum_{\ell=1}^{N} \alpha_{\ell} \ln \left(\zeta_{\ell}\right)$ with $r$ is much smaller (in norm) than that of $r / \overline{\zeta_{k}(r)}$. This in turn implies that $d \ln \zeta_{\rho} / d r=1 / r$ for all $\ell$. Therefore, in this approximation, $d / d r\left[\Sigma_{\ell=1}^{N} \alpha_{\ell} \ln \left(\zeta_{\ell}\right)\right]=0$, implying that the quantities $\hat{\beta}_{k}$ can be treated as constants.

Let us consider now the pole with the largest norm and let us assume that it remains the one with the largest norm during the whole evolution. Without loss of generality we can say it is the one with $k=1$. Given that all $\lambda_{k}$ 's are different, neglecting all terms with $\ell \neq 1$ in Eq. (38), we get the following approximate relations:

$$
\begin{equation*}
\hat{\beta}_{1} e^{-i \lambda_{1}} \approx \frac{r e^{i\left[\gamma_{1}(r)-\lambda_{1}\right]}}{\left|\zeta_{1}(r)\right|}+\left|\alpha_{1}\right| \ln \left[1-\left|\zeta_{1}(r)\right|^{2}\right], \tag{41}
\end{equation*}
$$

which reduces to Eq. (40) if $\left|\zeta_{1}\right|$ is small enough, and

$$
\begin{equation*}
t \approx \frac{r^{2}-r_{0}^{2}}{2}+\frac{\left|\alpha_{1}\right|^{2}}{2} \ln \left[1-\left|\zeta_{1}(r)\right|^{2}\right] . \tag{42}
\end{equation*}
$$

Given that, at least initially, $\left|\zeta_{1}\right| \approx r /\left|\hat{\beta}_{1}\right|$ [see Eq. (40)], we conclude from Eq. (42) that $\left|\hat{\beta}_{1} / \alpha_{1}\right|>1$ for time $t$ to increase monotonically with $r$. Therefore we assume that $\left|\hat{\beta}_{1} / \alpha_{1}\right|>1$. We also assume that the approximate relations (40) are still valid for all $k \neq 1$. From Eq. (40) it immediately follows that all $\hat{\beta}_{k}$ with $k \neq 1$ can be treated as constants. On the other hand, since the departure from the approximate relation (40) for $k=1$ occurs when $r$ becomes sufficiently large so that $\left|\zeta_{1}\right|$ is close to one, we can show that $\hat{\beta}_{1}$ can also be treated as a constant. In fact, in all the simulations we show in this paper the various $\hat{\beta}_{k}$ 's remain practically constant. Moreover, if we integrate the equations for the poles assuming that either the $\hat{\beta}_{k}$ 's or the $\beta_{k}$ 's are constant, we get evolutions which are almost indistinguishable. Notice then that Eq. (41) not only reduces to Eq. (40) if $\left|\zeta_{1}\right|$ is small, but it also 'contains' the asymptotic behavior described by Eqs. (19) and (20) as $r \rightarrow \infty$.

Assuming the approximation is good, we get from Eq. (41)

$$
\begin{equation*}
\frac{r^{2}}{\left|\alpha_{1}\right|^{2}}=\left|\zeta_{1}(r)\right|^{2}\left[\left(a+\ln \frac{1}{1-\left|\zeta_{1}(r)\right|^{2}}\right)^{2}+b^{2}\right] \tag{43}
\end{equation*}
$$

where $a=\operatorname{Re}\left(\hat{\beta}_{1} / \alpha_{1}\right)$ and $b=\operatorname{Im}\left(\hat{\beta}_{1} / \alpha_{1}\right)$. Inserting Eq. (43) in Eq. (42) we obtain

$$
\begin{equation*}
\tau \equiv \frac{2 t+r_{0}}{\left|\alpha_{1}\right|^{2}}=x\left[\left(a+\ln \frac{1}{1-x}\right)^{2}+b^{2}\right]-\ln \frac{1}{1-x} \tag{44}
\end{equation*}
$$

where $x=\left|\zeta_{1}(r)\right|^{2}$. As mentioned before, if $\left|\hat{\beta}_{1} / \alpha_{1}\right|>1$, both $x$ and $\tau$ are, initially, increasing functions of $r$. Thus, at the initial stages, $\tau$ is an increasing funcion of $x$. If this continues to be so for all $0 \leqslant x<1$, then the behavior is smooth, i.e., there are no finite-time singularities. Note that this monotonic behavior of $\tau(x)$ guarantees, through Eq. (42), that $r$ is also an increasing function of $x$. This corresponds to the actual behavior of the physical system: the area covered by the "bubble" grows with time. On the other hand, if $d \tau / d x=0$ at some value of $x, 0<x<1$, then time would need to flow backwards at that point in order to reach the asymptotic behavior as $x \rightarrow 1$. This is clearly unphysical and corresponds to the formation of a cusp in the interface at that finite time.

The criterion for the monotonicity of $\tau(x)$ can be found very simply. We want to know if there is an $x_{0} \in[0,1)$ such that $\tau^{\prime}\left(x_{0}\right) \equiv d \tau / d x\left(x_{0}\right)=0$. The function $\tau^{\prime}(x)$ reads

$$
\begin{equation*}
\tau^{\prime}(x)=\left(a+\ln \frac{1}{1-x}\right)^{2}+b^{2}+2 \frac{x}{1-x}\left(a+\ln \frac{1}{1-x}\right)-\frac{1}{1-x} \tag{45}
\end{equation*}
$$

and can be rewritten as

$$
\begin{equation*}
\tau^{\prime}=\left(a^{2}+b^{2}\right)+2 a\left(y+e^{y}-1\right)+y^{2}+2 y\left(e^{y}-1\right)-e^{y}, \tag{46}
\end{equation*}
$$

with $y \equiv-\ln (1-x)$, so $y \geqslant 0$. Because of the smallness of $\left|\zeta_{1}\left(r_{0}\right)\right|$, we obtain from Eq. (41) that $a \approx\left|\hat{\beta}_{1} / \alpha_{1}\right| \cos \left[\gamma_{1}\left(r_{0}\right)\right.$ $\left.-\lambda_{1}\right]$. Therefore the sign of $a$ is related to the initial alignment between the pole $\zeta_{1}$ and $\alpha_{1}$. In this way $a>0$ means that $\left|\gamma_{1}\left(r_{0}\right)-\lambda_{1}\right|<\pi / 2$ and vice versa.

Let us define $h(y) \equiv y^{2}+2 y\left(e^{y}-1\right)-e^{y}$ and $g(y) \equiv(y$ $\left.+e^{y}-1\right)$. It is clear that $g(y) \geqslant 0$, for $y \geqslant 0$. On the other hand, $h(y) \geqslant h_{\text {min }} \approx-1.094$, for $y \geqslant 0$. Using the equations $a^{2}+b^{2}=\left|\hat{\beta}_{1} / \alpha_{1}\right|^{2}$ and $a=\left|\hat{\beta}_{1} / \alpha_{1}\right| \cos \left[\gamma_{1}\left(r_{0}\right)-\lambda_{1}\right]$, we obtain from Eq. (46) that a finite-time singularity occurs if there is a $y \geqslant 0$ such that $\tau^{\prime}(y)=0$. We then conclude that, if $\left|\hat{\beta}_{1} / \alpha_{1}\right|^{2}>1.1$ and $\left|\gamma_{1}\left(r_{0}\right)-\lambda_{1}\right|<\pi / 2$, there are no finitetime singularities. Notice that, if $\left|\zeta_{1}\right| \ll r_{0}$, while $r_{0} \geqslant\left|\alpha_{1}\right|$, then $\left|\hat{\beta}_{1} / \alpha_{1}\right| \gg 1$, so that the condition $\left|\hat{\beta}_{1} / \alpha_{1}\right|^{2}>1.1$ is automatically satisfied.

We analyze now what happens when $a<0$. Let us assume again that $a^{2}+b^{2}=\left|\hat{\beta}_{1} / \alpha_{1}\right|^{2}>-h_{\text {min }}$. Using the equations $a^{2}+b^{2}=\left|\hat{\beta}_{1} / \alpha_{1}\right|^{2}$ and $a=\left|\hat{\beta}_{1} / \alpha_{1}\right| \cos \left[\gamma_{1}\left(r_{0}\right)-\lambda_{1}\right]$, we obtain from Eq. (46) that a finite-time singularity will occur if there is a $y \geqslant-\ln 2$ such that

$$
\begin{equation*}
\cos \left[\gamma_{1}\left(r_{0}\right)-\lambda_{1}\right]=k(y) \equiv-\frac{\left|\hat{\beta}_{1} / \alpha_{1}\right|^{2}+h(y)}{2 g(y)\left|\hat{\beta}_{1} / \alpha_{1}\right|} \tag{47}
\end{equation*}
$$

Note that if, as mentioned before, $\left|\hat{\beta}_{1} / \alpha_{1}\right| \gtrdot 1$, then the condition that $\left|\hat{\beta}_{1} / \alpha_{1}\right|^{2}+h(y)>0$ is automatically satisfied. Therefore $k(y)<0$, for $y>0$. So, finite-time singularities never occur if $\cos \left[\gamma_{1}\left(r_{0}\right)-\lambda_{1}\right]>0$, which corresponds to the case in which the singularity and $\alpha_{1}$ are somehow 'aligned." On the other hand, $k(y)$ has only one maximum, $k^{*}$, such that

$$
\begin{equation*}
k^{*} \equiv k\left(y_{\max }\right)=-\frac{2 \ln \left(\left|\hat{\beta}_{1} / \alpha_{1}\right|\right)+O(1)}{\left|\hat{\beta}_{1} / \alpha_{1}\right|} \tag{48}
\end{equation*}
$$

Taking this into account the criterion for a cusp formation is

$$
\begin{equation*}
\operatorname{Re}\left(\left|\hat{\beta}_{1} / \alpha_{1}\right|\right)+2 \ln \left(\left|\hat{\beta}_{1} / \alpha_{1}\right|\right)<0 \tag{49}
\end{equation*}
$$

This means that $\left|\gamma_{1}\left(r_{0}\right)-\lambda_{1}\right|$ has to be bounded away from $\pi / 2$ for cusps to occur. This is somehow intuitive: in the asymptotic regime $\gamma_{1}(r)-\lambda_{1} \rightarrow 0$; thus this asymptotic behavior will never be reached if $\left|\gamma_{1}\left(r_{0}\right)-\lambda_{1}\right|$ is too far away from zero. On the other hand, for $\left|\hat{\beta}_{1} / \alpha_{1}\right|$ big enough, $k^{*}$ increases with $\left|\hat{\beta}_{1} / \alpha_{1}\right|$ [see Eq. (49)]. Thus the bigger $\left|\hat{\beta}_{1} / \alpha_{1}\right|$ is, the closer to $\pi / 2$ the difference $\left|\gamma_{1}\left(r_{0}\right)-\lambda_{1}\right|$ needs to be to avoid the singularity. This is also intuitive, since $\left|\alpha_{1}\right|$ is the characteristic time with which $\left|\zeta_{1}\right|$ approaches the value 1 as $r \rightarrow \infty$ [see Eq. (19)]. If this time is too short and $\left|\gamma_{1}\left(r_{0}\right)-\lambda_{1}\right|>\pi / 2$, there is no time left for the angle $\gamma_{1}$ to approach the asymptotic value $\lambda_{1}$, and the asymptotic behavior cannot be reached.

In summary, we have obtained that, for cases with $\left|\hat{\beta}_{1} / \alpha_{1}\right|>-h_{\min } \approx 1.094$, an initial condition will be free of finite-time singularities if and only if

$$
\begin{equation*}
\left|\gamma_{1}\left(r_{0}\right)-\lambda_{1}\right| \leqslant \pi / 2 \tag{50}
\end{equation*}
$$

or

$$
\begin{equation*}
\pi / 2<\left|\gamma_{1}\left(r_{0}\right)-\lambda_{1}\right|<\arccos \left[\ln \left(\left|\hat{\beta}_{1} / \alpha_{1}\right|\right) /\left(\left|\hat{\beta}_{1} / \alpha_{1}\right|\right)\right] . \tag{51}
\end{equation*}
$$

This means that the misalignment between $\zeta_{1}\left(r_{0}\right)$ and $\alpha_{1}$ cannot be bigger than an upper bound, which is very close to $\pi / 2$ if $\left|\hat{\beta}_{1} / \alpha_{1}\right| \gg 1$. We must remember that these conditions have been obtained within the framework of our simplified model, so that they will hold provided that the model is a good approximation of the problem.

## VI. NUMERICAL SIMULATIONS

In this section we present a set of numerical simulations with which we try to analyze what type of initial conditions can reach the nonsymmetric asymptotic regime described by Eqs. (19)-(22) in a more general setting. In particular, we wanted to check to what extent the conditions derived in the preceding section could be applied to more general cases. For this purpose, we integrated numerically the evolution equations of the poles for various nonsymmetric initial conditions. We show various snapshots of the physical interfaces in Fig. 3.

Figure 3(a) corresponds to a nonsymmetric case with five poles and initial arguments that satisfy $\cos \left[\gamma_{\ell}\left(r_{0}\right)-\lambda_{\ell}\right]>0$ for all $1 \leqslant \ell \leqslant 5$. Thus, taking into account the previous dis-


FIG. 3. Physical interfaces at different times for various solutions of the form (10) with different values of $N$ and initial conditions. (a) $N=5,\left|\alpha_{1}\right|=0.4,\left|\alpha_{2}\right|=0.6,\left|\alpha_{3}\right|=0.5,\left|\alpha_{4}\right|=0.7$, $\lambda_{1}=-2.5, \quad \lambda_{2}=-1.5, \quad \lambda_{3}=-1, \quad \lambda_{4}=1.3, \quad \alpha_{5}=-\Sigma_{\ell=1}^{4} \alpha_{\ell}$; $\left|\zeta \ell\left(r_{0}\right)\right|=0.1$, for $1 \leqslant \ell \leqslant 5, \gamma_{1}\left(r_{0}\right)=\lambda_{1}+0.1, \gamma_{2}\left(r_{0}\right)=\lambda_{2}-0.1$, $\gamma_{3}\left(r_{0}\right)=\lambda_{3}+0.2, \quad \gamma_{4}\left(r_{0}\right)=\lambda_{4}+0.05, \quad \gamma_{5}\left(r_{0}\right)=\lambda_{5}+0.05$, and $r_{0}$ $=1$. In this case all $\hat{\beta}_{k}$ 's satisfy $\operatorname{Re}\left[\hat{\beta}_{k}\left(r_{0}\right) \exp -i \lambda_{k}\right]>0$ and we obtain an asymmetric solution that remains smooth for all times. (b) $N=5,\left|\alpha_{1}\right|=0.4,\left|\alpha_{2}\right|=0.6,\left|\alpha_{3}\right|=0.4,\left|\alpha_{4}\right|=0.6, \lambda_{1}=-2.5, \lambda_{2}=$ $-1, \quad \lambda_{3}=1.3, \quad \lambda_{4}=0, \quad \alpha_{5}=-\Sigma_{\ell=1}^{4} \alpha_{\ell} ; \quad\left|\zeta_{4}\left(r_{0}\right)\right|=0.05 \quad$ and $\left|\zeta \ell\left(r_{0}\right)\right|=0.1$, for all $\ell \neq 4, \gamma_{1}\left(r_{0}\right)=\lambda_{1}, \gamma_{2}\left(r_{0}\right)=\lambda_{2}, \gamma_{3}\left(r_{0}\right)=\lambda_{3}$, $\gamma_{4}\left(r_{0}\right)=\lambda_{4}+1.6708, \gamma_{5}\left(r_{0}\right)=\lambda_{5}$, and $r_{0}=1$. (c) $N=5$ with all $\alpha_{\ell}$ 's and $\left|\zeta\left(r_{0}\right)\right|$ 's as in Fig. 2 but with $\gamma_{\ell}\left(r_{0}\right)=\lambda_{\ell}+1.6708$ for all $1 \leqslant \ell \leqslant 5$. (d) $N=5,\left|\alpha_{1}\right|=0.4,\left|\alpha_{2}\right|=0.6,\left|\alpha_{3}\right|=0.4,\left|\alpha_{4}\right|=0.5$, $\lambda_{1}=-2.5, \lambda_{2}=-1, \lambda_{3}=1.3, \lambda_{4}=0, \alpha_{5}=-\Sigma_{\ell=1}^{4} \alpha_{\ell} ;\left|\zeta_{4}\left(r_{0}\right)\right|$ $=0.05$ and $\left|\zeta \lambda\left(r_{0}\right)\right|=0.1$, for all $\ell \neq 4, \gamma_{1}\left(r_{0}\right)=\lambda_{1}, \gamma_{2}\left(r_{0}\right)=\lambda_{2}$, $\gamma_{3}\left(r_{0}\right)=\lambda_{3}, \gamma_{4}\left(r_{0}\right)=\lambda_{4}+1.8708, \gamma_{5}\left(r_{0}\right)=\lambda_{5}$, and $r_{0}=1$.
cussion, we expect this initial condition to lead to smooth interfaces for all times. In fact, this is what we observe in the numerical simulation, as shown in Fig. 3(a), where we see smooth nonsymmetric interfaces. In this case the asymptotic behavior is well described by Eqs. (19)-(22), as also illustrated by Fig. 4(a), where we observe how three of the arguments approach the corresponding $\lambda$ !s (indicated with dashed lines) while $|\zeta| \rightarrow 1$.

Figure 3(b) also corresponds to a situation with five poles, but in this case the argument of one of them, $\zeta_{4}$, satisfies $\cos \left(\gamma_{4}-\lambda_{4}\right)<0$. The parameters are such that the condition (51) is satisfied $\left[\cos \left(\gamma_{4}-\lambda_{4}\right)>-0.1\right.$ and $h\left(y_{\max }\right)<-0.2$ ]. Also in this case we observe that the interface remains smooth for all times. Now, this is an example in which the asymptotic behavior is not described by Eqs. (19)-(22), since the arguments of two of the poles, $\zeta_{3}$ and $\zeta_{4}$, approach the same value, as shown in Fig. 4(b). The merging of the two arguments results in the merging of the two corresponding gaps, as we can see in Fig. 3(b). It is relatively easy to understand why this happens in terms of the initial condition. In this case $\lambda_{3}>\lambda_{4}$ while $\gamma_{3}\left(r_{0}\right)<\gamma_{4}\left(r_{0}\right)$. If we assume that



FIG. 4. (a) Plots of $\gamma_{1}, \gamma_{2}$, and $\gamma_{3}$ as functions of $r$ for the example of Fig. 3(a). The values of $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ are indicated with dashed lines. In this case we observe that, for all $\ell, \gamma_{\ell} \rightarrow \lambda_{\ell}$ as $r$ $\rightarrow \infty$. (b) Plots of $\gamma_{3}$ and $\gamma_{4}$ as functions of $r$ for the example of Fig. 3 (b). In this case $\gamma_{3}$ and $\gamma_{4}$ approach the same value, asymptotically in time, which is neither $\lambda_{3}$ (indicated with a dashed line) nor $\lambda_{4}$ (which is equal to zero) but a value in between.
the asymptotic behavior is described by Eqs. (19)-(22) and that the gaps are aligned as described by Eqs. (31)-(33) we come to the conclusion that the gaps corresponding to these two poles will cross each other. This cannot happen. Instead of this, the two gaps merge and the two arguments approach the same value which is neither $\lambda_{3}$ nor $\lambda_{4}$, as may be observed in Fig. 4(b).

In order to study the validity of the condition (51) without having merging arguments, we tried an initial condition with $N=5$ poles for which $\lambda_{1}<\lambda_{2}<\lambda_{3}<\lambda_{4}<\lambda_{5}, \gamma_{1}\left(r_{0}\right)$ $<\gamma_{2}\left(r_{0}\right)<\gamma_{3}\left(r_{0}\right)<\gamma_{4}\left(r_{0}\right)<\gamma_{5}\left(r_{0}\right)$, and $\cos \left[\gamma_{\ell}\left(r_{0}\right)-\lambda \ell\right]$ $<0$ for all $1 \leqslant \ell \leqslant 5$. The results are shown in Fig. 3(c). In this case the condition (51) is satisfied for all the poles $\left(\cos \left[\gamma_{\ell}\left(r_{0}\right)-\lambda_{\ell}\right] \approx-0.1\right.$ and $\left.h\left(y_{\max }\right) \approx-0.247\right)$ and we observe smooth interfaces for all times.

We show in Fig. 3(d) an example in which a cusp develops. The initial condition is similar to that of Fig. 3(b), but in this case $\zeta_{4}$ does not satisfy the condition (51) $\left[\cos \left(\gamma_{4}-\lambda_{4}\right)\right.$ $\approx-0.296$ and $\left.h\left(y_{\max }\right) \approx-0.178\right]$. Therefore the evolution agrees with what we expect from this condition.

In summary, the examples we show in Fig. 3 are such that the interfaces remain smooth if the poles either satisfy $\cos \left(\gamma_{\ell}-\lambda_{\ell}\right)>0$ or $\cos \left(\gamma_{\ell}-\lambda_{\ell}\right)<0$ and condition (51). On the other hand, if there is at least one pole such that $\cos \left(\gamma_{\ell}-\lambda_{\ell}\right)<0$ and condition (51) is not satisfied, then the interface develops a cusp. Furthermore, we have observed the same type of behavior for all the initial conditions we tried, regardless of the number of poles. This suggests that the conditions found in the preceding section might apply even if the model is not a very good approximation.

## VII. CONCLUSIONS

We have studied the process of two-dimensional Laplacian growth in the limit of zero-surface tension for cases with a closed interface surrounding a growing bubble. We have used the time-dependent conformal map technique to obtain a class of fingerlike solutions. These solutions are similar to those previously found in a different geometry (infinite or periodic, but not closed, interface) $[14,15]$. They are characterized by a finite number of poles and they are a nonsymmetric generalization of the solutions presented in Ref. [10],
which were limited to specific symmetries.
The study of Laplacian growth is relevant for a variety of physical processes observed both in laboratory experiments and in natural systems, a particular example of which is viscous fingering. Now, the assumption of zero-surface tension is a major limitation of the model. In fact, most solutions studied in the past (see, e.g., [12]) were observed to develop finite-time singularities. As a rule, such singularities would not appear in the presence of surface tension, since its main effect is to prevent the development of small length-scale instabilities. Therefore, in those cases, the zero-surface tension solution is meaningless and does not provide a good representation of the actual evolution. In this paper we have studied under which conditions the nonsymmetric fingerlike solution described by Eq. (10) remains smooth for all times. Using a simplified model we have found some sufficient conditions that guarantee this behavior and others under which the interface becomes singular at a finite time. Apparently these sufficient conditions are also meaningful in cases for which the simplified model assumptions do not hold. In fact, we have observed this in numerical integrations of the solution (10). We have found that whenever each pole satisfies a sufficient condition for the interface to remain smooth, the solution does not become singular. On the other hand, if there is one pole that satisfies the sufficient condition for the development of cusps, then a cusp indeed occurs. Similarly to what happens in the infinite line or channel geometry cases [14], solutions that remain smooth for all times can reproduce various phenomena observed in experiments, such as tip splitting, coarsening, and screening [3]. Therefore they provide a good model of the observed evolution.

One of the interesting properties of these solutions is the fact that they are described in terms of a finite number of time-dependent variables (the poles $\zeta_{k}, 1 \leqslant k \leqslant N$ ). Therefore the evolution is determined by a finite set of ordinary differential equations (ODE's) instead of the original partial differential equation (PDE) (8). The description of infinitedimensional dynamical systems in terms of finite numbers of degrees of freedom is currently a field of active research. The numerous papers on the theory of inertial manifolds or the technique of proper orthogonal decomposition, among others, are a reflection of this (see, e.g., [27]). The widespread interest in the subject is driven by the possibility of applying well-known results of low-dimensional dynamical systems to
infinite-dimensional ones. The existence of a particular class of solutions that allows the reduction of the system, while keeping the main properties of its evolution, provides a unique opportunity of achieving this goal in the present case. Moreover, as in the infinite line and channel geometry cases [14], the reduced system of equations is completely integrable, providing an easy description of the evolution. In this regard, the $N$-finger solution (10) is similar to the $N$-soliton solutions of integrable nonlinear partial differential equations.

As in the infinite line and channel geometry cases [14], any smooth initial interface can be approximated, to any degree of accuracy, by an expression of the form (10). Thus, the class of solutions described by Eq. (10) is, in some sense, a nonlinear basis into which any solution of the LGE could be spanned. Now, the choice of $N$ and the various $\alpha_{k}$ 's and $\zeta_{k}(0)$ 's is not unique. We expect that a model with nonzerosurface tension should overcome this selection problem. This does not imply that our zero-surface tension solutions are useless. Consider, for example, the case of slightly perturbed integrable nonlinear PDE's: the soliton solutions of the integrable equations can be used to reduce the analysis of the perturbed ones to a set of ODE's. In some sense, the soliton solutions still form a 'good nonlinear basis' to study the nonintegrable evolution. We expect a similar situation to hold in our case. Furthermore, the effects of noise on the process of flame propagation have recently been studied in terms of the dynamics of a finite number of poles [28]. This was possible because the model equations had a particular solution that could be written in terms of a finite number of poles. We think a similar analysis could also be done in our case. For these reasons we believe that the solutions we have found are meaningful even when surface tension is included. Thus determining when they remain smooth for all times is relevant in this more general setting.
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